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Abstract 

 

Book recommendation systems pivotal in enhancing user experience and engagement across digital platforms, 

facilitating personalized content discovery in a vast sea of information and choices. This paper presents a 

comprehensive study on the implementation and evaluation of item-based collaborative filtering algorithms for 

book recommendation systems. Two prominent algorithms, k-nearest neighbor (KNN) and singular value 

decomposition (SVD) are used with cosine similarity as a similarity metric. This study compares these algorithms 

in terms of their effectiveness in recommending books that are relevant to users. The KNN algorithm identifies 

the nearest neighbors of a given book based on user ratings, while SVD decomposes the user-item interaction 

matrix to capture latent features underlying the data. Both algorithms offer unique advantages and trade-offs, 

which are thoroughly analyzed in this study. The evaluation metrics include precision providing insights into the 

accuracy and effectiveness of the recommendation models. Additionally, the computational efficiency of each 

algorithm is assessed to understand its scalability in real-world applications.  

 

Keywords: Item-based collaborative filtering algorithm, k-nearest neighbor, singular value decomposition, 

cosine similarity. 
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1. Introduction 

Recommendation systems are algorithms and techniques used in information filtering to suggest items or 

information to users based on their preferences, behaviors, and interests. These systems are widely used in various 

online platforms such as movies, books, music, products, etc., suggest relevant items to user. The recommendation 

systems have found applications beyond commerce and entertainment, entering areas such as education. 

 

Collaborative filtering is the most useful approach to the recommendation system that depends on analyzing user 

interactions and preferences to identify patterns and make recommendations based on similar user’s behavior. 

Item-based collaborative filtering technique focuses on the similarity between items to generate recommendations 

used for improving the accuracy and performance of the model. In this framework, the similarity between pairs of 

items is quantified using metrics such as cosine similarity used to construct a user-item similarity matrix. The item-

based collaborative filtering involves machine learning algorithms k-nearest neighbors and singular value 

decomposition.  
 
KNN is used with the item-based collaborative filtering to identify the k most similar items to a given item. 

similarity between items is calculated using distance metrics cosine similarity. Once the k nearest neighbors are 

identified, their ratings are used to generate recommendations for the user. Final recommendation based on an 

average of the ratings of the nearest neighbors. 

 
To improve the accuracy the item-based collaborative filtering algorithm by combining item-based algorithm with 

Singular Value Decomposition (SVD) to decrease the dimension number of the user-item rating matrix. SVD is 

applied to decompose the user-item interaction matrix into three lower-dimensional matrices: user matrix, item 

matrix, and a diagonal matrix of singular values. 

 
In item-based collaborative filtering with KNN and SVD algorithms are effective approaches to building 

recommendation systems which help users to find the relevant item from the dataset with less effort and less 

spending time with more accurate items. In this paper we proposed an item-based book recommendation system 

by using KNN and SVD algorithms, our contribution includes KNN is used to measure item-item similarity which 

enhances the performance of the recommendation system. Additionally, SVD is used to reduce dimensionality 
which improves the quality of recommendations, this algorithm demonstrates the effectiveness, accuracy and 

quality of recommendation system. 
 

2. Literature Review  

The importance of item-based collaborative filtering is it gives personalized recommendations based on 

similarities between items rather than users and this approach also handle large datasets which makes it more 

practical for real-world applications. Item-based collaborative filtering uses rating data between users to get 

recommendations. Collaborative filtering is a widely used recommendation algorithm, focusing on user interests 

and behavior analysis for book recommendations various collaborative filtering algorithms, such as user-based 

and item-based approaches, have been explored in the literature to enhance recommendation accuracy and system 

performance. Studies have highlighted the importance of user feedback and similarity calculations in improving 

recommendation systems, particularly in the context of book selection and library applications [1]. 
 
Collaborative filtering algorithms, such as user-based and item-based approaches, are extensively used for book 
recommendations. User feedback plays a crucial role in enhancing recommendation accuracy and system 
performance [2]. Collaborative filtering algorithms, particularly item-based approaches, are widely utilized for 
personalized recommendations in online platforms. Studies emphasize the importance of similarity calculations 
and user behavior analysis in improving recommendation systems, especially in e-commerce and marketplace 
settings [3]. In studies emphasize the significance of similarity calculations and user behavior analysis in 
improving recommendation systems, particularly in library applications. Research explores the implementation of 
item-based collaborative filtering algorithms to enhance book recommendations based on user feedback and 
ratings [2][4]. Item-based collaborative filtering algorithms are utilized for recommendations. User feedback and 
ratings are essential for enhancing recommendation accuracy and system performance in recommendation 
systems. Research highlights the significance of user preferences and community opinions in developing effective 
recommendation systems for various products and services [5]. 
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According to [6], research explores the implementation of item-based collaborative filtering algorithms to enhance 
book recommendations based on user preferences and community opinions. The collaborative filtering method 
employed in the system facilitates efficient recommendation generation by leveraging user feedback and 
community opinions to enhance the quality of book suggestions The system's design, which encourages users to 
rate books, add them to reading lists, and provide feedback, offers opportunities for continued user engagement 
and improvement of recommendation accuracy. 
As discussed in [7], the utilization of collaborative filtering algorithms, focusing on item-based approaches for 
book recommendations. The study highlights how user ratings play a crucial role in enhancing recommendation 
accuracy and system performance. Efficient recommendation systems require a thorough analysis of user behavior 
and similarity calculations to improve recommendation quality, especially in book recommendation contexts. 
Recommendation Algorithm based on MARM, which involves simplifying the User-Attribute Item Attribute 
Rating Matrix to derive MARM for recommending new items or users. The methodology involves comparing the 
proposed algorithms with traditional collaborative filtering and other recommendation algorithms to assess their 
effectiveness in enhancing recommendation accuracy. 
 
As stated in [8], the challenges faced by recommendation systems, such as the cold start problem and matrix 
sparsity, and solutions to enhance system stability and accuracy. They aim to prove the effectiveness of 
incorporating TensorFlow techniques in recommendation systems to address these challenges and improve user 
experience by recommending relevant books efficiently. The importance of TensorFlow techniques in improving 
recommendation accuracy and user satisfaction in book recommendation systems. It discusses the efficiency of 
online recommendation systems in quickly providing relevant information to users based on their preferences 
[8][9].  
 
In prior studies, the importance of personalized recommendation systems in higher education where they offer a 
comparative analysis of different collaborative filtering techniques, showcasing the effectiveness of matrix 
factorization collaborative filtering, particularly the SVD algorithm, in outperforming neighborhood-based 
recommendation like the KNN model. The significance of hyperparameter tuning and dataset pruning in enhancing 
the performance of the recommendation system, showcasing the iterative process of model optimization to achieve 
optimal accuracy scores [10]. The purpose of conducting a literature review on recommendation systems for 
building a book recommendation system using machine learning algorithms is to gain a comprehensive 
understanding of the existing methodologies, techniques, and challenges in the field. By reviewing prior research, 
one can identify the most effective algorithms, approaches, and evaluation metrics for developing an accurate and 
efficient book recommendation system. 

 

3. Methodology 

A recommendation system is an automatic suggestion system that provides suggestions on books just like our 

friends, relatives, and neighbors give suggestions. It helps user to find interesting items, reduce number of options  

items, discover new items which relevant to the user. Recommendation systems also help businesses to increase 

sales, increase user satisfaction, understand user needs. Here Figure 1. represents our proposed recommendation 

model architecture. 

 

1) Data collection 

During this phase wide range of data is collected for the recommendation system including here Goodreads Dataset 

which provides us to access information about books, users, and ratings. book information are includes details 

about the product (title, isbn, author, publication year, publisher etc., user information it refers to personal 

information (age and location) of the user and user interactions are the feedback data that includes user ratings 

provided by users this help in understanding the user interest. 

 

2) Data Pre-processing 
Here Book Crossing Dataset contains duplicates, and missing values. To build a recommendation model data 

preprocessing is an important task, first the cleaning process is done by handling missing values and dropping out 

rows that contain duplicate values from the data, after cleaning dataset we exclude books that have a 0 rating 

because it o rating means the user dislikes that book and if this book get recommended to the user and this 

uncertainty can affect the accuracy of the recommendation model. To avoid this issue we take books that are rated 

by at least 10 users and users that have rated at least 25 different books. The data preprocessing makes the dataset 

suitable for a system which also helps to increase the accuracy and efficiency of the model. 
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Figure 1. Proposed Recommendation System Architecture 

3) Similarity Calculation 

 
The data prepared to effectively analyze user-item ratings, we created a pivot table where rows represent the book 

titles, columns represent user id and values are ratings given by user to the item. This table shows which item is 

rated by which user and shows the corresponding rating of that user given to books. By preparing this user-item 

rating data we compute the similarity between items using similarity metrics i.e. cosine similarity. Cosine 

similarity measures the similarity between items based on their ratings. 
 

4) Collaborating Filtering 

 
Collaborative filtering is a technique used to generate recommendations based on user-item-rating. Two 

approaches used by collaborative filtering are k nearest neighbors and single-valued decomposition. KNN 

algorithm is used to identify nearest neighbors for each user or item based on user rating. For each item in the 

dataset, identify its k most similar items based on the item similarity matrix. In comparison SVD algorithm used 

in the recommendation system, SVD is used to uncover latent factors that represent underlying patterns in user-

item interactions. By decomposing the user-item interaction matrix into lower-dimensional representations, SVD 

effectively captures similarities and relationships between users and items. It predicts missing ratings by 

reconstructing the original matrix using the reduced representations. In collaborative filtering, SVD identifies 

similar users or items based on these representations, facilitating accurate recommendation generation. 
 

5) Recommendations 

 
For a target user, KNN predicts the rating or preference for items by aggregating the ratings of the nearest 

neighbors. These predicted ratings are then used to recommend the top n items with the highest predicted ratings 

to the user. SVD predicts missing ratings for user-item pairs by reconstructing the original matrix using the reduced 

representations. Based on these predicted ratings, SVD recommends the top-N items with the highest predicted 

ratings to the user. Both KNN and SVD algorithms produce predicted ratings or preferences for user-item pairs, 

which are then utilized to generate personalized recommendations for users in a recommendation system.  
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4. Item Based Collaborative Filtering  

The collaborative filtering recommendation system is recommending new items or predicts the rating of specific 

target item for users according to their preferences. Finding similar items of target items is a crucial task in the 

item-based recommendation system. There are several ways to calculate similarity between items by using 

commonly used methods and cosine similarity [8]. 

 

1) Cosine Similarity 

Cosine similarity is a metric used to measure similarity between two items based on their ratings. By collecting 

user ratings for books data which consists of a matrix where rows represent books and columns represent user, 

with the cells containing the ratings given by users to books. Each cell (i,j) in the matrix can contain the rating that 

user i has given to item j. Cosine similarity measures the cosine of the angle between two non-zero vectors in an 

n-dimensional space. 

Cosine similarity(i, j) = 
∑ 𝑟𝑢,𝑖∙𝑟𝑢,𝑗𝑢

√∑ 𝑟𝑢,𝑖
2

𝑢 ∙√∑ 𝑟𝑢,𝑗
2

𝑢

           (1) 

where - 
ru,i is the rating of user u for item i in the user-item matrix, 
ru,j is the rating of user u for item j in the user-item matrix, 
the user-item matrix as input and returns a matrix where each element (i,j) represents the cosine similarity between 
item i and item j. 

 
2) KNN-based collaborative filtering 

The KNN model was initialized after computing the similarity matrix. This involves specifying the number of 

nearest neighbors k to consider when finding similar items. To identify nearest neighbors, we identified the k 

nearest neighbors for each item i based on calculated similarity score. After identifying the k value, we denote the 

set of k which most similar items to items. This step involves storing the similarity information within the model, 

enabling fast retrieval of nearest neighbors during the prediction phase. To predict the user on the item we used a 

weighted average of the rating of KNN as follows, 

 

𝑟̂𝑢𝑖 =
∑ ∈𝑁𝑖

𝑘
𝑗 (𝑢)similarity(𝑖,𝑗)∙𝑟𝑢𝑗

∑ ∈𝑁𝑖
𝑘

𝑗 (𝑢)|𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑖,𝑗)|
                 (2) 

where -  
∑ ∈ 𝑁𝑖

𝑘
𝑗 (𝑢) is the set of k items that are most similar to item i that user u has rated. 

𝑟̂𝑢𝑖  is ratings to predict. 
 

When we want to find similar items to a given item then the recommendation model is fitted with KNN and The 

model retrieves the k items with the highest similarity scores from the similarity matrix. The retrieved nearest 

neighbors can then be used for generating recommendations for users based on similar items. The KNN algorithm 

is used to efficiently find the most similar items to a given item by querying the computed similarity matrix and 

generating recommendations. 

 

3) SVD-based collaborative filtering 

 
When it comes to dimensionality reduction, in machine learning the Singular Value Decomposition (SVD) is a 
popular system of matrix factorization method. Such a method shrinks the space dimension from N-dimension to 
K-dimension (where K<N) and reduces the number of features. SVD constructs a user-item matrix where the row 
contains users and columns contain items and the elements are given by the users’ ratings. Singular value 
decomposition decomposes a matrix into three other matrices and extracts the factors from the factorization of a 
high-level (user-item-rating) matrix. Singular value decomposition is the popular matrix decomposition. SVD 
decomposes this user-item interaction matrix into three matrices: U, Σ, and V^T. 

U (m x r): The left singular vectors matrix represents how users are related to latent features. 
Σ (r x r): The diagonal matrix of singular values represents the strength of each latent feature. 
V^T (r x n): The right singular vectors matrix represents how items are related to latent features. 
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The decomposition can be represented as, 

𝐴 ≈ UΣvT                           (3) 

where A is the original matrix, 
 U and V are orthonormal matrix and 
Σ is a diagonal matrix containing the singular values. 

 

 

5. Experiments and Results  

 

This chapter presents the experimental analysis conducted to evaluate the performance of our proposed 
recommendation system using KNN and SVD algorithms. Book crossing dataset which was accessed from Kaggle 
https://www.kaggle.com/datasets/syedjaferk/book-crossing-dataset (accessed May 17, 2023) comprises three 

CSV files books, users and ratings which contains 242134 books and 1048575 ratings given by 95513 user where 
rating range is 1-10. To evaluate the performance of the system effectively data is split into training and testing 
sets. 

The dataset is randomly split into 80% training data and 20% testing data, By using KNN and SVD we build a 
book recommendation model. Both models are tested with unseen datasets that are taken from Kaggle, the 
evaluation of this testing is measured by accuracy and precision measures. The descriptive statistics of the dataset 
are shown in the above Table I. This statistical summary reveals the standard deviation, mean rating, median rating, 
and rating range. It also describes the strong tendency towards high ratings. A large standard deviation and a wide 
range of users suggest a varied and extensive user base. 

After building a recommendation model using SVD and KNN using known data, both models were evaluated 
using unknown datasets. These experiments revealed a clear advantage of the SVD model over KNN when tested 
on unknown datasets. SVD and KNN both models achieved better performance on unknown datasets. Comparative 
analysis is conducted to understand the differences in system performance between known and unknown data. To 
compare the efficiency of two models KNN and SVD, using four unknown datasets. All datasets are sourced from 
Kaggle. Both models were evaluated using accuracy precision. Here we have represented the result of performance 
metrics scores of different datasets in given figures respectively. It can see that both models demonstrate a high 
level of effectiveness in generating books. The accuracy plot shows the performance of testing of both KNN and 
SVD using unseen datasets, Figure 2. shows how both model’s overall accuracy for this data shows effectiveness 
of both models. Here we represent the precision of unseen datasets, As shown in Figure 3. The precision score of 
all four dataset shows how both models deliver more effective recommendations to the users.  

 

Table 1. Statistic summary of data 

https://www.kaggle.com/datasets/syedjaferk/book-crossing-dataset
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Figure 2. Accuracy for unseen data 

 
Figure 3. Precision for unseen data 

 

Table 2: Results of unseen data  

   

 

 

 

 

 

 

Algorithms SVD KNN 

Datasets Accuracy Precision Accuracy Precision 

Goodreads book 88.56% 42.27% 90.0% 89.59% 
 

Amazon book 
review 

95.65% 47.82% 96.0% 95.65% 

Goodbooks 10k 97.96% 48.98% 96.0% 97.96% 

RecSys book user 
data 

89.59% 44.79% 90.0% 89.59% 
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With unseen datasets both KNN and SVD work effectively to retrieve relevant items. With high accuracy, both 
models effectively enhance user satisfaction by providing relevant books. The performances of SVD and KNN 
recommendation models are compared. So based on this SVD and KNN-based item-based recommendations give 
better results on unseen data. This research gives an effective recommendation model with accuracies between 
87% to 97% on unseen data. The results are shown in Table 2. 

5. Conclusions  

Our recommendation system is tested on the bookcrossing dataset which contains users, books and ratings data. 

In this paper, a book recommendation system is proposed using item-based collaborative filtering method for top 

n recommendation. Item-based collaborative filtering-based recommendation model is created using popular 

machine learning algorithms i.e. SVD and KNN. Both models are tested using four datasets to evaluate the 

performance of the model. In comparison of both model KNN give better performance in terms of accuracy and 

precision. This indicates that both models generate relevant and accurate recommendations.   
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